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Exercises of STAT_2 1392

1) Using the underlying data (Download), compute the mean, variance and probability density function of each 
sets. (Deadline 91/12/10) (20 marks)

2) Find different kernels used in calculating probability distribution function and report one of them. Base on kernel 
you found for previous question to recalculate probability distribution function for the given data. (Deadline 
91/12/15) (12 marks)

3) Calculate JPDF, p(x;y), for few specific points. Plot $\Delta(\tau_n) = \sum_{ x_1,x_2}|p(x_1(t);x_2(t+\tau_n)) 
- p(x(t)) p(x(t+\tau_n))|$ as a function of $\tau_n$. (Deadline 91/12/15) (12 marks)

4) Suppose in a box there is a harmonic oscillator. In the random time intervals, we open the door of this box. 
Derive the probability distribution function of position of mass by using PDF transformation method. (Deadline 
91/12/15) (5 marks)

5) Prove that a multi-variant PDF in the general form is normalized. (Deadline 91/12/15) (5 marks)

6) For three data sets available in the first question calculate $\sigma_w$ and if possible find $\tau_x$ in each set. 
(Deadline 91/12/15) (12 marks)

7) Base on Two-Point correlation function, calculate two-point correlation of a 1D data set available in first 
question for Zero,+2\sigma and -2\sigma features. Repeat the same tasks but for 2D data sets (2D-Data). 
(Deadline 91/12/20) (12 marks)

8) Compute the PDF of computer random generator. Make a Gaussian random series using simple and Box Muller 
methods. Derive analytically Three-point correlation function of T(\theta,\phi). (Deadline 91/12/25) (12 marks)

9) Calculate the power spectrum of the sun spot data (Download). (Deadline 92/01/20) (10 marks)

10) Using about 10000 no. of each data sets given in question 1 and compute the power spectrum for them. Also 
superimpose each data with some sinusoidal data and compute power spectrum, in your plot show each 
frequencies embedded in your data. (Deadline 92/01/20) (12 marks)

11) Calculate PDF for computer random generator, show the error bars in PDF in your plot. (Deadline 92/01/20) (5 
marks)

12) Generate a set of Gaussian random numbers with method thought in the class and by calculating the PDF of 
your data show that it is consistent with Gaussian distribution. (Deadline 92/01/20) (10 marks)

13) Generate Non-Gaussian data set with given correlation function (e.g. the shape of correlation function follows 
a scale invariant behavior $C~ \tau^ {-\gamma}$) and show that three point correlation function of your data is 
not zero. (Deadline 92/01/20) (10 marks)

14) Prove analytically that the real part of Fourier Transform is enough to calculate correlation function. (Deadline 
92/01/20) (5 marks)S 

15) For a Langevin equation without drag coefficient, find a relation between temperature and intensity of noise 
force. (Deadline 92/01/30) (5 marks)



16) Show the equivalence of forward and backward Kramers-Moyal expansion. (Deadline 92/01/30) (5 marks)S 

17) Calculate the PDF of a random-walk with Gaussian PDF for each jump. (5 marks)S 

18) Show That:   
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19) Show that: (5 marks)
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21) Compute Brownian motion if =�� � ∆�
 � =��
 � ?=��
 � ���
@@@@@ And then calculate numerically: (20 marks)

a) �,=��
- �? 

B
C�=��
, =��	

 � ? 
�
 D =� E�? 

F
 	D G��� � �
 � ���
H� E�? 

22)  Prove that: 〈�"〉 � �K� L M�
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. 〈�!〉�〈��〉 , assume: O
OP 〈�+〉 � 0 (5 marks)

23) Calculate analytically: O
O' CQ��
 �? Start with this relation:    
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24) Derive this equation: ���	 � ST���� (5 marks)

25) Show that �UV is contravariant i.e. �U′X � 4�′X 4�V⁄ �UV . Assume that ZQ	[ZP � 0. ( 5 marks)

26) Show that \̅V (probability current) is contravariant. (5 marks)
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27) Show that the divergence of  \̅V is a scalar. (5 marks)
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28) Plot some deterministic fractals. (10 marks)

29) Calculate fractal dimension with use box counting for 1 and 2 dimensionals data (600*600) (download data 
from exercise 7). (20 marks)

30) Simulation bc � ?��
b with assume that: D ?��
?��	
 E� d��Te' (10 marks)

31) Show that: \�f
 � fTg (5 marks)

32) Use R/S, SWV and Disp method to compute Hurst exponent of 0.2.txt, 0.5.txt and 0.8.txt data sets. (15 marks)
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