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Provided by A. Kargaran under supervision of Dr. Movahed

Answer to Exercise set 2 of Critical Phenomena

1- (Goldenfeld book exercise 2-2):
(a) We know that free energy and entropy related to N as follows:

F = E − S

= J0
N 2

2
− kT log 2N

= J0
N 2

2
− kTN log 2

We know that below limit should be existed for free energy per site:

f = lim
N→∞

F

N
= lim

N→∞

(
J0
N

2
− kT log 2

)
Above equation implies that we should have J0 = J/N otherwise free energy in thermo-
dynamic limit become infinity or independent of J .
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By changing the variables we have:
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So we have: ˆ ∞

−∞

dy√
2π/Na

e−
Na
2 y2+axy = e

ax2
2N

(c) For partition function we have:

ZΩ = Tr

[
exp

[
βH

∑
i

si +
β J

2N

∑
ij

sisj
] ]

(1)

We have interactions between all agents so we can write:∑
ij

sisj =
(∑

i

si
)2

≡ S2

1´ ∞
−∞ dx e−x

2
=
√
π
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With the result of previous part we can write particle to fields relation which is:√
N β J

2π

ˆ ∞

−∞
exp

[
− N β J

2
y2 + β JyS

]
dy = exp

[ β J
2N

S2
]

Plug in above result in 1:

ZΩ = Tr exp
[
βHS +

β J

2N
S2
]

= Tr exp
[
βHS

]
exp

[ β J
2N

S2
]

= Tr

√
N β J

2π

ˆ ∞

−∞
exp

[
− N β J

2
y2 + β(Jy + H )S

]
dy

=

√
N β J

2π

ˆ ∞

−∞
exp

[
− N β J

2
y2
]
Tr

(
exp[β(Jy + H )S

] )
dy

=

√
N β J

2π

ˆ ∞

−∞
exp

[
− N β J

2
y2
] [∑

{si }
exp[β(Jy + H )S

]
dy

=

√
N β J

2π

ˆ ∞

−∞
exp

[
− N β J

2
y2
] [ ∑

s1=±1
eβ(Jy+H )s1 · · ·

∑
sN=±1

eβ(Jy+H )sN
]
dy

=

√
N β J

2π

ˆ ∞

−∞
exp

[
− N β J

2
y2
] [
eβ(Jy+H ) + e−β(Jy+H )

]N
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=

√
N β J

2π

ˆ ∞

−∞
exp

[
− N β J

2
y2
] [

2 cosh(β(Jy + H ))
]N

dy

=

√
N β J

2π

ˆ ∞

−∞
exp

[
− N β J

2
y2 + N log

(
2 cosh

(
β Jy + βH

) )]
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We take definition of L as:

L ≡ J

2
y2 − 1

β
log

(
2 cosh[β(H + Jy)]

)
We can write desired result as:

ZΩ =

√
N β J

2π

ˆ ∞

−∞
e−N βLdy

(d) We can approximate integral of previous part by steepest descents or saddle point
approximation 2 . We want that integrand be very large, so we have:

J

2
y2 <

1
β

log
(
2 cosh[β(H + Jy)]

)
For finding L’s extremums, we take derivation:

∂L

∂y
= Jy − J tanh[β(H + Jy)] = 0 ⇒ y = tanh[β(H + Jy)] (2)

2For more information see this page https://en.wikipedia.org/wiki/Method_of_steepest_
descent
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If we have several y that make e−N βL very large number, we can approximate partition
function by:

Z(β ,H , J ) =
∑
i

e−N βL(H ,J ,β,yi )

yi is state that have very large exp[−N βL(H , J , β ,yi)] and we can approximate partition
function by summation of this large numbers. The probability of finding system in
state yi is:

P(yi) =
e−N βL(H ,J ,β ,yi )∑
i e

−N βL(H ,J ,β ,yi )

We have some important states that dominates others (because of thermodynamic
limit) so we can ignore them and use above equation as Boltzmann weight factor.

For magnetization we should take this limit:

M ≡ lim
N (Ω)→∞

1
βN (Ω)

∂ logZΩ

∂H

= lim
N (Ω)→∞

1
βN (Ω)

√
N (Ω)β J

2π
∂

∂H

(
log
ˆ ∞

−∞
e−N (Ω)βLdy

)
= lim

N (Ω)→∞
−βN (Ω)
βN (Ω)

´ ∞
−∞

∂L
∂H e−N (Ω)βLdy´ ∞

−∞ e−N (Ω)βLdy

= −
´ ∞
−∞ tanh[β(H + Jy)] e−N (Ω)βLdy´ ∞

−∞ e−N (Ω)βLdy

≈ −tanh[β(H + Jy0)] e−N (Ω)βL0

e−N (Ω)βL0
= tanh[β(H + Jy0)]

= y0

For the last part we use 2.

(e) We can deal with this part by using self-consistent method like Goldenfeld book
page 106. We know that equation for yi is:

yi = tanh[β(H + Jyi)]
For H = 0 we have:

yi = tanh (β Jyi)
We can use graphics to solve above. Consider below image and we can have one yi or
two, for different β :
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If we expand tanh function for small yi we can find:

yi = β Jyi + · · · ⇒ β J = 1 ⇒ Tc =
J

kB

If the slope of function for small yi is bigger than one, we have three solution and if
slope be smaller than unity we have one solution, critical temperature that specifies
this behavior is Tc .

(f) Let τ = Tc/T and we know y0 = M, we can the equation of state as below:

M = tanh (H/kBT + τM) = tanhH/kBT + tanhMτ

1 + tanhH/kBT tanhMτ

Thus:
tanhH/kBT =

M − tanhMτ

1 −M tanhMτ

For small M and H we can expand above, I use Mathematica and answer is:

H/kBT ≈ M(1 − τ ) +M3(τ − τ 2 + τ 3/3) (3)

We take derivate with respect to H we have:

1/kBT ≈ χT (1 − τ ) + 3M2χT (τ − τ 2 + τ 3/3) (4)

For T > Tc we know M = 0 so we have:

χT ≈ 1
kBTc

1
t

This show that χT diverge as T → T +c with critical exponent γ = 1. For T → T −
c we

begin from equation 3 and put H = 0 so we have:

M2 ≈ 3τ − 1
τ

⇒ M ≈
√

3
(
Tc −T

Tc

)1/2

Put above in 4 we have:

1/kBT ≈ χT (1 − τ ) + 9
(
τ − 1
τ

)
χT (τ − τ 2 + τ 3/3)

1/kBT ≈ χT (1 − τ ) + 9χT (τ − 1) (1 − τ + τ 2/3)

χT ≈ 1
kBT

1
1 − τ

1
1 − τ + τ 2/3

χT ∝ 1
kB

1
T −Tc

=
1

kBTc

1
t

This show that χT diverge as T → T −
c with critical exponent γ ′ = 1 and γ = γ ′ = 1.

You can find this calculation in Goldenfeld book page 107 and 108.
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2- (Cardy book exercise 1-1):
We can write Hamiltonian as below:

H =
∑
rr ′

[
JAA(r − r ′)1

2
[1 + s(r )] 1

2
[1 + s(r ′)]

+ JBB(r − r ′)1
2
[1 − s(r )] 1

2
[1 − s(r ′)]

+ JAB(r − r ′)1
2
[1 + s(r )] 1

2
[1 − s(r ′)]

]
If there is a particle type A in r we have [1 + s(r )]/2 and if we have particle type B in
r we have [1 − s(r )]/2, we can write expanded Hamiltonian as below:

H =1
4

∑
rr ′

[(
JAA(r − r ′) + JBB(r − r ′) − JAB(r − r ′)

)
s(r )s(r ′)(

JAA(r − r ′) − JBB(r − r ′) + JAB(r − r ′)
)
s(r )(

JAA(r − r ′) − JBB(r − r ′) − JAB(r − r ′)
)
s(r ′)

]
+ const.

The last two term can be combined together because summation on r and r ′ is identical.
So Hamiltonian is:

H =1
4

∑
rr ′

(
JAA(r − r ′) + JBB(r − r ′) − JAB(r − r ′)

)
s(r )s(r ′)

+
1
2

∑
rr ′

(
JAA(r − r ′) − JBB(r − r ′)

)
s(r ′) + const.

we can map above Hamiltonian to Ising model by below definition:

Jeff(r − r ′) = 1
4

(
JAA(r − r ′) + JBB(r − r ′) − JAB(r − r ′)

)
Heff(r − r ′) = 1

2

(
JAA(r − r ′) − JBB(r − r ′)

)
Finally:

H =
∑
rr ′

Jeff(r − r ′)s(r )s(r ′) +
∑
rr ′

Heff(r − r ′)s(r )

If we have J > 0 we should expect Ising critical behavior when effective magnetic field
vanish at some length scale. It could be somewhere when spin magnetic field of atoms
doesn’t interact with each other.
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3- (Cardy book exercise 1-2):
In Ising model, we have two important symmetries first time-reversal symmetry (which
tell us ZΩ(−H , J ,T ) = ZΩ(H , J ,T ) ) and second sub-lattice symmetry. In second (if we
have H = 0) we divide hypercubic lattice up into two sub-lattices which when we add
up them we construct original hypercubic lattice. Ising model Hamiltonian is:

HΩ(0, J , {Si}) = −J
∑
⟨ij⟩

SiSj

⟨ij⟩ means sum over nearest neighbors. With two sub-lattices A and B Hamiltonian
becomes:

HΩ(0, J , {SAi }, {SBi }) = −J
∑
⟨ij⟩

SAi S
B
j

We can find for above Hamiltonian below symmetries:

HΩ(0,−J , {SAi }, {SBi }) = HΩ(0, J , {−SAi }, {SBi }) = HΩ(0, J , {SAi }, {−SBi })

We know that J > 0 in Ising model means ferromagnetic and J < 0 means anti-
ferromagnetic. Now we want to show that if our Hamiltonian has above symmetries
the partition function for ferromagnetic and anti-ferromagnetic is identical, we have:

ZΩ(0,−J ,T ) = Tre−βHΩ(0,−J ,T )

=
∑
{SAi }

∑
{SBi }

e−βHΩ(0,−J ,T ,{SAi },{SBi })

=
∑
{SAi }

∑
{SBi }

e−βHΩ(0,J ,T ,{−SAi },{SBi })

=
∑
{SAi }

∑
{SBi }

e−βHΩ(0,J ,T ,{SAi },{SBi })

= ZΩ(0, J ,T )

In above I use HΩ(0, J ,T , {−SAi }, {SBi }) = HΩ(0, J ,T , {SAi }, {SBi }), this means that we have
all configuration for SAi that contain all opposite configurations too, this is coming from
time-reversal symmetry. In zero magnetic field, the ferromagnetic Ising model (J > 0)
and anti-ferromagnetic Ising model (J < 0) on hypercubic lattice have same thermo-
dynamics. This conclusion relies on the fact that a hypercubic lattice is bipartite: it
can be subdivided into two equivalent sub-lattices. The theorem does not apply on a
triangular lattice, which is not bipartite.

For detail information see Goldenfeld book section 2-7.
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4- (Cardy book exercise 1-3):
Up to now, we have considered classical dipoles, which can assume all possible orienta-
tions. However, the magnetic moment of atoms is caused by electrons moving around
the nucleus; i.e., it is a quantum mechanical quantity. Therefore we want to perform
the same considerations once again for quantum mechanical dipoles. Assume again
a magnetic field H in z-direction. In quantum mechanics, µ is an operator which is
defined by:

µ̂ = (дl l̂ + дsŝ) (5)

Here l̂ is the angular momentum operator and ŝ is the spin operator, all of which
are now dimensionless. The factor ℏ has been incorporated into the Bohr magneton
µB = eℏ/(2mc). Equation 5 is motivated by the fact that the magnetic moment of an
electron rotating on a sphere is classically proportional to the angular momentum of
the electron.

We know that j = l + s and we know the projection of µ on j is conserved quantity
we can define:

µP =
µ · j
|j|2

j

|j | = (дll · j + дss · j) µB
j

|j |2 , l · s = 1
2
(|j |2 − |l |2 − |s |2)

=
[
дl (|l |2 + l · s) + дs(|s |2 + l · s)

]
µB

j

|j|2

=
[
(дl + дs)l · s + |l |2дl + |s |2дs

]
µB

j

|j|2

=
1
2
[
(дl + дs)(|j |2 − |l |2 − |s |2) + 2|l |2дl + 2|s |2дs

]
µB

j

|j |2

=
1
2
[
(дl + дs)|j |2 + (дl − дs)|l |2 + (дs − дl )|s |2

]
µB

j

|j|2

Put eigenvalues of operators is above we find:

µP = дµBj, д =

(
3
2
+
s(s + 1) − l(l + 1)

2j(j + 1)

)
(6)

where the values дl = 1 and дs ≈ 2 for electrons have been inserted. The projection
factor д is the gyro magnetic ratio or Lande factor.

Now we can define our Ising like spins to be µP and interaction between them is Jij ,
Hamiltonian is:

H = −
∑
⟨uv⟩

Juv SuSv

We consider interaction between spins is Juv = дuдv , дu and дv can be calculated with
equation 6. In high temperature spins are up or down randomly and their energy
is maximized, so we can consider their exchange energy interaction between them
is maximized or дu and дv are maximum, this implies that orbital and spin angular
momentum be their maximum value of their options.
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3- (Cardy book exercise 1-4):
We can find two degenerate ground state with same energy, by setting atoms on A sites
or on B sites like figure below:

They are actually one state and their energies are identical. We can define order
parameter as η = |NA − NB |/N , this parameter is zero when temperature is high and
become one in low temperature like below figure (instead Ms put η):

The pair correlation function g(r) can be measured experimentally using quasi
elastic scattering. If a sample is illuminated with a monochromatic beam of x-rays,
neutrons, visible light, and so on, the scattered intensity as a function of the angle
from the incident beam direction is proportional to the Fourier transform of д(r ) (two
point correlation function). We can derive this relation:

S(k) = 3 1
N

⟨∑
i,j

exp
[
−ik .(ri − rj)

]⟩
= 1 + N

V

ˆ
[1 − д(r )] eik ·rdr + N

V 2

����ˆ eik ·rdr

����2
For more information see section 10.7.A of Pathria third edition. Structure factor of

two above states are equal in law temperature, in high temperature we don’t have a
lattice or structure.

3Structure factor
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